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# General information

# Basic probability theory notation and terms

1.probability: Probability is a numerical measure used to assess the likelihood of an event occurring.

2.probability mass (function): A probability mass function is a function that describes the probabilities of a discrete random variable at specific values.

3.probability density (function): The probability density function is a function that describes the probability distribution of continuous random variables, which describes the probability of a random variable taking values in any given interval.

4.probability distribution: A probability distribution is a function that describes the probability distribution of a random variable, which gives the probability of an event occurring under various possible states or outcomes.

5.discrete probability distribution: It describes the probability of each possible outcome in a finite or countable sample space.

6.continuous probability distribution:Continuous probability distribution is a function that describes the probability distribution of random variables taking values in continuous intervals.

7.cumulative distribution function (cdf): The cumulative distribution function is the integral of the probability density function, which describes the probability distribution of a real random variable X, indicating the probability that the random variable X is less than a certain value.

8.likelihood:It is used to indicate the possibility that a hypothesis is correct given the evidence.

# Basic computer skills

I just used the R to applied the provided formula to calculate alpha and beta.

# Do some setup:  
distribution\_mean = .2  
distribution\_variance = .01  
  
# You have to compute the parameters below from the given mean and variance  
distribution\_alpha <- distribution\_mean \* ((distribution\_mean \* (1 - distribution\_mean) / distribution\_variance) - 1)  
distribution\_beta <- distribution\_alpha \* (1 - distribution\_mean) / distribution\_mean

## (a)

I choose a sequence of numbers ranging from 0 to 1 with an increment of 0.01. This sequence represents the possible values of a Beta distribution.

Then, the probability density function (PDF) of a Beta distribution is calculated for each value in the sequence. The shape parameters of the Beta distribution, denoted as alpha and beta, are used in this calculation.

Finally, I create a plot where the x-axis represents the possible values of the Beta distribution and the y-axis represents the corresponding PDF values.

# Useful functions: seq(), plot() and dbeta()  
x <- seq(0, 1, by = 0.01)  
pdf\_values <- dbeta(x, shape1 = distribution\_alpha, shape2 = distribution\_beta)  
plot(x, pdf\_values, type = "l", xlab = "X", ylab = "PDF", main = "Beta Distribution")  
legend("topright", legend = paste("Alpha =", round(distribution\_alpha, 2), "Beta =", round(distribution\_beta, 2)), bty = "n")
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## (b)

First, set the random seed to ensure reproducibility when generating random numbers. Generate a random sample of 1000 data points from a Beta distribution with two parameters. Create a histogram to display these random data points, with options for probability density, color, number of breaks, and labels for the x- and y-axes. Overlay a probability density function (PDF) curve on the histogram, represented in red. Add a legend in the top-right corner of the plot, indicating “Histogram” and “PDF” with corresponding colors and line widths.

# Useful functions: rbeta() and hist()  
# Set the seed for reproducibility  
set.seed(123)  
  
# Generate a random sample from the Beta distribution  
random\_sample <- rbeta(1000, shape1 = distribution\_alpha, shape2 = distribution\_beta)  
  
# Plot a histogram of the random sample  
hist(random\_sample, probability = TRUE, col = "lightgreen", breaks = 20, xlab = "X", ylab = "Density", main = "Histogram of Random Sample",xlim = c(0,1))  
lines(x, pdf\_values, col = "red", lwd = 2)  
legend("topright", legend = c("Histogram", "PDF"), col = c("lightgreen", "red"), lwd = 2)

![](data:image/png;base64,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)

## (c)

I used the mean() and var() functions to calculate the sample mean and sample variance of the random sample, and then compared them with the true mean and true variance.

# Useful functions: mean() and var()  
# Compute the sample mean and sample variance  
sample\_mean <- mean(random\_sample)  
sample\_variance <- var(random\_sample)  
  
# True mean and variance   
true\_mean <- distribution\_mean  
true\_variance <- distribution\_variance  
  
# Display the computed and true mean and variance  
cat("Sample Mean:", sample\_mean, "\n")

## Sample Mean: 0.202496

cat("Sample Variance:", sample\_variance, "\n")

## Sample Variance: 0.01021622

cat("True Mean:", true\_mean, "\n")

## True Mean: 0.2

cat("True Variance:", true\_variance, "\n")

## True Variance: 0.01

Based on the results, I found that the sample mean and sample variance are close to the true mean and true variance.

## (d)

First, determine the confidence level. In this example, the confidence level is 95%, which means we want the interval we obtain to have a 95% probability of containing the true parameter value. Then, calculate the lower and upper quantiles. In this example, we want to find the central 95% confidence interval, so we need to find the 2.5th and 97.5th quantiles. Finally, use the quantile() function to estimate the lower and upper quantiles for a given random sample. These two values constitute the central 95% confidence interval.

# Useful functions: quantile()  
# Compute the central 95% probability interval  
confidence\_level <- 0.95  
lower\_quantile <- (1 - confidence\_level) / 2  
upper\_quantile <- 1 - lower\_quantile  
  
# Estimate the interval using quantiles  
interval <- quantile(random\_sample, c(lower\_quantile, upper\_quantile))  
  
# Display the estimated central 95% probability interval  
cat("Central 95% Probability Interval:", interval[1], "to", interval[2], "\n")

## Central 95% Probability Interval: 0.04506154 to 0.4290916

# Bayes’ theorem 1

## (a)

I have defined the parameters of a medical test used to detect lung cancer, including the probability of testing positive in the presence of lung cancer, the probability of testing positive in the absence of lung cancer, and the probability of having lung cancer in a population. The Bayes’ Theorem:

Then, I used Bayes’ Theorem(above formula) to calculate the probability that a person actually has lung cancer when tested positive.

From the question we can know that P(Pos|LC) = 0.98, P(Neg|no LC) = 0.96, P(LC) = 0.001, based on this we can use the Bayes’ theorem to calculate the probability that a person actually has lung cancer given a positive test.

# Define parameters  
p\_positive\_given\_cancer <- 0.98 # Probability of a positive test given lung cancer  
p\_negative\_given\_no\_caner <- 0.96  
p\_positive\_given\_no\_cancer <- 1 - p\_negative\_given\_no\_caner # Probability of a positive test given no lung cancer  
p\_cancer <- 0.001 # Probability of having lung cancer in the population  
p\_no\_cancer <- 1 - p\_cancer # Probability of not having lung cancer in the population  
p\_positive\_and\_cancer <- p\_cancer \* p\_positive\_given\_cancer  
print(paste("Probability of test being positive and the subject having lung cancer:",p\_positive\_and\_cancer))

## [1] "Probability of test being positive and the subject having lung cancer: 0.00098"

# Use Bayes' theorem to calculate the probability that a person actually has lung cancer given a positive test  
p\_cancer\_given\_positive <- (p\_positive\_given\_cancer \* p\_cancer) /   
 (p\_positive\_given\_cancer \* p\_cancer + p\_positive\_given\_no\_cancer \* p\_no\_cancer)  
  
# Output the result  
print(paste("The probability that a person actually has lung cancer given a positive test is: ",p\_cancer\_given\_positive))

## [1] "The probability that a person actually has lung cancer given a positive test is: 0.0239374694675134"

Based on the above results, my advice to the researchers would be to continue refining their test to reduce the false positive rate before bringing it to market.

# Bayes’ theorem 2

Below code is a basic setup.

boxes\_test <- matrix(c(2,4,1,5,1,3), ncol = 2,  
 dimnames = list(c("A", "B", "C"), c("red", "white")))

## (a)

From the question we can know,p(box\_a)=0.4,p(box\_b)=0.1,p(box\_c)=0.5, and then we can compute the possibility of red ball from box a, red ball from box b, red ball from box c. Based on this, we can calculate the possibility of picking a red ball using the law of total probability.

p\_a<-0.4  
p\_b<-0.1  
p\_c<-1-p\_a-p\_b  
p\_red <- function(boxes) {  
 # Do computation here, and return as below.  
 p\_r\_given\_a <- boxes[1,1] / (boxes[1,1] + boxes[1,2])  
 p\_r\_given\_b <- boxes[2,1] / (boxes[2,1] + boxes[2,2])  
 p\_r\_given\_c <- boxes[3,1] / (boxes[3,1] + boxes[3,2])  
 # Probability of picking a red ball using the law of total probability  
 p\_ballRed <- p\_r\_given\_a \* p\_a + p\_r\_given\_b \* p\_b + p\_r\_given\_c \* p\_c  
 return(p\_ballRed)  
}  
#test  
#p\_r\_given\_a <- boxes\_test["A", "red"] / (boxes\_test["A", "red"] + boxes\_test["A", "white"])  
#p\_r\_given\_b <- boxes\_test["B", "red"] / (boxes\_test["B", "red"] + boxes\_test["B", "white"])  
#p\_r\_given\_c <- boxes\_test["C", "red"] / (boxes\_test["C", "red"] + boxes\_test["C", "white"])  
#Probability of picking a red ball using the law of total probability  
#p\_ballRed <- p\_r\_given\_a \* p\_a + p\_r\_given\_b \* p\_b + p\_r\_given\_c \* p\_c

## (b)

First, I calculated the probability of taking the red ball from each box. Then, the total probability of picking out the red ball was calculated using the full probability formula. Then, I calculated the numerator of the probability of each box being selected. Finally, I calculated the conditional probability of each box.

p\_box <- function(boxes) {  
 # Do computation here, and return as below.  
 # Probability of picking a red ball from each box  
 p\_r\_given\_a <- boxes[1,1] / (boxes[1,1] + boxes[1,2])  
 p\_r\_given\_b <- boxes[2,1] / (boxes[2,1] + boxes[2,2])  
 p\_r\_given\_c <- boxes[3,1] / (boxes[3,1] + boxes[3,2])  
 # Probability of picking a red ball using the law of total probability  
 p\_ballRed <- p\_r\_given\_a \* p\_a + p\_r\_given\_b \* p\_b + p\_r\_given\_c \* p\_c  
 # Calculate the numerator of the probability of each box being chosen  
 numerator\_A <- p\_r\_given\_a \* p\_a  
 numerator\_B <- p\_r\_given\_b \* p\_b  
 numerator\_C <- p\_r\_given\_c \* p\_c  
  
 # Calculate the conditional probability for each box  
 P\_A\_given\_R <- numerator\_A / p\_ballRed  
 P\_B\_given\_R <- numerator\_B / p\_ballRed  
 P\_C\_given\_R <- numerator\_C / p\_ballRed  
  
 return(c(P\_A\_given\_R, P\_B\_given\_R, P\_C\_given\_R))  
}  
#test  
#p\_r\_given\_a <- boxes\_test["A", "red"] / (boxes\_test["A", "red"] + boxes\_test["A", "white"])  
#p\_r\_given\_b <- boxes\_test["B", "red"] / (boxes\_test["B", "red"] + boxes\_test["B", "white"])  
#p\_r\_given\_c <- boxes\_test["C", "red"] / (boxes\_test["C", "red"] + boxes\_test["C", "white"])  
#Probability of picking a red ball using the law of total probability  
#p\_ballRed <- p\_r\_given\_a \* p\_a + p\_r\_given\_b \* p\_b + p\_r\_given\_c \* p\_c  
# Calculate the numerator of the probability of each box being chosen  
#numerator\_A <- p\_r\_given\_a \* p\_a  
#numerator\_B <- p\_r\_given\_b \* p\_b  
#numerator\_C <- p\_r\_given\_c \* p\_c  
  
# Calculate the conditional probability for each box  
#P\_A\_given\_R <- numerator\_A / p\_ballRed  
#P\_B\_given\_R <- numerator\_B / p\_ballRed  
#P\_C\_given\_R <- numerator\_C / p\_ballRed  
#print(p\_ballRed)  
#print(c(P\_A\_given\_R, P\_B\_given\_R, P\_C\_given\_R))

# Bayes’ theorem 3

## (a)

fraternal\_prob = 1/150  
identical\_prob = 1/400

p\_B\_given\_Identical = 1 (If Elvis was an identical twin, then the probability that he had a twin brother is 100%). We can set p(B) is the total probability that Elvis had a twin brother. Then we can calculate the p(B). Finally we can use Bayes’ theorem to calculate the p\_Identical\_given\_B.

p\_identical\_twin <- function(fraternal\_prob, identical\_prob) {  
 # Do computation here, and return as below.  
 p\_B\_given\_Identical <- 1  
 p\_B <- (identical\_prob \* 1) + (fraternal\_prob \* 0.5)  
  
 # Use Bayes’ theorem to calculate the posterior probability.  
 p\_Identical\_given\_B <- (p\_B\_given\_Identical \* identical\_prob) / p\_B  
  
 return(p\_Identical\_given\_B)  
}

# The three steps of Bayesian data analysis

## (a)

1.Create a comprehensive probability model that includes all observable and unobservable variables in the problem. This model should be based on our understanding of the scientific problem and the process of collecting data.

2.Calculate and interpret the posterior distribution, which is the conditional probability distribution of the unobserved variables given the observed data.

3.Assess the model’s fit to the data and the implications of the posterior distribution. Consider whether the model fits the data well, whether the conclusions are reasonable, and how sensitive the results are to the assumptions made in step 1. If necessary, modify or extend the model and repeat these three steps.